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Introduction 
 Rapid increases in technology have led to an escalating demand for and use of data and 
advanced analytics to inform decision making in higher education. Data analytics related to 
students and their experiences in admissions, enrollment management, financial aid funds 
dispersement, and activities related to academic learning and performance has evolved quite 
rapidly (Lester et al. 2017) and continue to evolve each day as the field of data science 
captures more attention across the education, government, and business sectors. The growing 
ubiquity and granularity of data offer new opportunities for research and decision making. 
There are significant benefits, but also risks associated with the increased availability of data 
as the higher education industry shifts toward a greater reliance on big data analytics and open 
access (Mathies, 2018). In particular, many decision makers in higher education lack formal 
training and/or expertise with educational data (Horta et al. 2017) resulting in a data 
knowledge gap within senior institutional management (Ransbotham et al. 2015). In addition, 
there are an increasing number of data analyses or visualizations that, when presented without 
the proper context, result in inaccurate conclusions. Context is critical, as there are many 
questions around the legitimacy, intentionality, and even the ideology of data use within 
higher education (Calderon, 2015). Inaccurate conclusions can lead to incorrect discussions 
that can affect student performance, possible program development, and/or policy changes.  
There are a number of important considerations that should be addressed related to the 
growing use of data and analytics in higher education, and some of these topics are covered in 
other chapters of this book (for example, data governance, appropriate use of predictive 
analytics, and institutional policies on data distribution). In this chapter, we examine another 
important topic -- the potential for misuse or misunderstanding of data reports or 
visualizations. The ease with which data can now be collected and stored tempts institution 
officials to gather more data, often before decision are made for how the data will be used. 
Senior leaders in higher education may lack formal training and/or expertise with educational 
data (Horta, Bouwma-Gearhart, & Park, 2017) and may be less familiar with details of the 
data elements or advanced statistical treatments of data. The confluence of these issues 
certainly prompts the need and value for data experts, often those in Institutional Research, 
who can provide context-based information presented in ways that can be meaningfully 
interpreted and used.  
Even though large volumes of data can be stored easily and often, at low cost, data analysts 
should be mindful of some important limitations that can plague analytics and the effective 
presentation of data for decision making.  Following an overview of the uses and misuses of 



data, we examine five limitations related to the use of data and analytics in higher education. 
First, we examine some principles of cognitive science that remind us of practices to ensure 
accurate presentation and/or interpretation of data and visuals. Secondly, we discuss how 
misunderstandings and/or misinterpretations occur through the use of misuse of data 
definitions, through mathematical calculations, through data visualizations, and by intentional 
manipulation or falsification of data.  A third and final point discussed in this chapter focuses 
on the ethical use of data in higher education. 
 

 
Overview of the Uses and Misuses of Data within Higher Education 

Individuals in higher education institutions (HEIs) use data in a variety of ways from financial 
and resource management to learning more about the activities of community members 
(students and staff). Parnell et al. (2018) report that student information systems (admissions, 
financial aid, and academic course data) are the most frequently used data systems in higher 
education. However, the fastest growing segment of data use in higher education more 
recently relates to student behaviours and their experiences, particularly on academic 
performance (i.e., student success and institutional engagement, Lester et al. 2017). The 
evolution of data use within HEIs is arguably no different from what is occurring in the rest of 
society; the movement into a digital era where technologies are collecting, processing, and 
presenting information at high speeds (GAO 2016; Shepherd 2004). 
 
In higher education, there are strong arguments for using data for evidence-based decision-
making (Calderon, 2015; Webber, 2018). However, data has been misused /or misinterpreted 
and on a number of occasions, often publicized in national news outlets. Recent examples 
highlight, in most cases, a lack of data protocols or poor administrator judgement lead to data 
misuse (recent examples include misreporting of business school scores at Temple University 
and misreporting of undergraduate student admissions scores at Claremont College). While 
these past data misuses cause concern, there are other impending data challenges that require 
our attention as well. Mathies (2018) examines two recent disruptions in particular, the 
layering of coding within software systems (Somers 2017) and platform capitalism (Robertson 
2018; Srnicek, 2017) that will likely lead to future data misuses in higher education. These are 
discussed below, and again in the concluding chapter 12 in this book. 
 

Cognitive Science and the Use of Data and Visualizations 
Along with considerations given to what data is collected and how it is used, attention must be 
given to principles of cognitive science and how an individual may benefit or be hindered in 
designing or interpreting reports and data displays. Whether poor data visuals were intentional 
or unintentional, both essentially lead to misinterpretation or misunderstandings. Well-
designed visualizations are the goal for accurate interpretation. They can convey complex data 
or information and can minimize data misuse (Drake, Pytlarz, & Patel 2018). With the 
increasing use of data and analytics software in higher education, understanding how data are 
visualised and what they show is becoming increasingly important. This is particularly 
relevant related to third-party analytics tools, as their core elements are proprietary and often 
not shared with clients (Alamuddin et al., 2016). 
 
Data Visualizations 
Data visualizations consist of the tools, technologies, techniques, and methodologies to 
display, explore, and communicate data and information in a graphical form (Drake, Pytlarz, 



& Patel 2018). Reviewing research on cognitive science and humans’ understanding of visuals 
are helpful in developing better data visualizations in higher education.  

Although visual‐spatial displays are ubiquitous in human communication (Hegarty 2011), 
recent advances in computer graphics and human–computer interaction techniques, dynamic 
and interactive displays have become commonplace and changed the way we think about and 
display data. Cognitive scientists argue that representations that are informationally equivalent 
(contain the same information) are not necessarily computationally equivalent (Larkin & 
Simon 1987). In the case of visual-spatial displays, Hegarty (2011) reports that there is 
substantial evidence that task performance can be dramatically different based on varying 
visual displays of the same information.  

A visual system helps the viewer senses the features of an image or display such as 
color and shape. The system helps encodes these features to the viewer’s brain constructing an 
internal (cognitive) representation of the image or display. Exactly which of these features are 
encoded depends on the viewer’s attention, one’s goals and expectations, and the salience of 
the display (Hegarty, 2001). For example, one difficulty in display comprehension is viewer 
distraction by highly salient but task-irrelevant information; a viewer will fail to encode the 
critical information although it is present. In addition to basic perceptual, attentional, and 
encoding processes, which construct a representation of the external display, the user of a 
display typically applies knowledge to construct a representation of its referent (Hegarty, 
2001). This includes knowledge of the display conventions such as the meaning of the x and y 
axes in a graph, types of information typically included and which are omitted, and which 
aspects that can be taken literally (such as the relative length and configuration of roads on a 
road map) and which are not (such as the color and width). 

 
According to Tversky et al., (2002), an individual’s intuitions about the effectiveness of a 
display do not always conform to the display’s actual effectiveness. Intuitively, animations of 
physical processes, such as the workings of machines, and biological mechanisms should be a 
good means of communicating how processes work. In animations of physical processes, the 
shapes, locations, and movements of parts of the representation should correspond directly to 
the shapes, locations, and movements of their referents. However, in a review of several 
papers comparing animated to static displays, Tversky et al. (2002) indicated that there were 
no advantages to animations over static displays, pointing out that animations are often 
ineffective because they are too fast or too complex for the brain to process well. 
 

The Application of Cognitive Science in Data Visualization 
A number of scholars offer important information on the how the human brain 

processes information, including Edward Tufte, Daniel Kahneman, and Stephen Kosslyn. 
Other scholars, including Alberto Cairo and Stephen Few add their insights on effective and 
misguided visual presentations of data. As a leading scholar in visual displays, Tufte (1984; 
2001) believes that statistical graphics, just as statistical calculations, are only as good as they 
are developed. A graphic (or calculation), no matter how clever or fancy, cannot rescue an ill-
specified (preposterous) model or limited sample size dataset (2001). Further, Tufte (2001) 
asserts that graphics, when done well, can reveal data and be more precise and informative 
than conventional statistical computations. He offers a number of important points related to 
data displays, among these points, graphics should: 

• Induce the viewer to think about the substance rather than about methodology, graphic 
design, or graphic production; 

• Make large data seem coherent; 



• Encourage the eye to compare different pieces of data; 
• Be closely integrated with the statistical and verbal descriptions of a data set; and 
• Show the data. 

 
Graphic excellence is important.  According to Tufte (2001, p. 92) graphic excellence has the 
following characteristics: 

• Substance, statistics, and design – presentation of data must be well-designed and 
interesting 

• Clarity, precision, and efficiency – Complex ideas are communicated clearly, with 
little extraneous or unnecessary information 

• Parsimonious – the graphic gives the viewer the greatest number of ideas in the 
shortest time with the least in smallest spaces. 

• Multivariate – most graphics will review more than one variable at a time, and 
• Truthful – the graph tells the truth about the data.  

 
Tufte (2001) is also concerned with how accurately visual elements represent the data at hand. 
Graphical integrity may seem straight forward, but because data is representable in a variety 
of ways, there is a tendency to scale data disproportionately in order to make it fit in the space 
allowed. This can lead to false representations of the data and incorrect conclusions. Because 
of the variations in the ways data is presentable and often, the limits in space, Tufte (2001) 
offers six principles of graphical integrity: 

• Representation of numbers should match the true proportions; 
• Labelling should be clear and detailed; 
• Design should not vary; show only data variation; 
• To represent money, use well-known units; 
• The number of dimensions represented should be the same as the number of 

dimensions in the data; and 
• Context is essential; graphics must not quote data out of context. 

 
Another scholar who has studied judgement and decision making, Daniel Kahneman (2014), 
argues that individuals too often use ‘gut instincts’ to reach speedy conclusions when reading 
graphics. The fallacy of this ‘fast thinking’ is that the survival process only looks at the 
information at hand and does not actively look for additional information. Fast thinking 
accounts for different understandings by how vividly data points appear in one’s mind and not 
according to their objective importance. Kahneman (2014) believes there is a premium on 
presenting a coherent and logically-structured narrative; we are very good at remembering 
them, as logic and association tie different components together. 

 
Although people often make and remember associations, Tversky and Kahneman (1981, 
1986) believe that individuals systematically violate the requirements of consistency and 
coherence when making decisions. This can lead to inaccurate decisions or misunderstood 
information. Tversky and Kahneman (1986) trace these violations to the psychological 
principles that govern the perception of decision-making and the evaluation of options. 
Decision-making in this way aligns with expected utility. They argue the value function is S-
shaped and when faced with a choice, “a rational decision maker will prefer the prospect that 
offers the highest expected utility” (p. 453). 
 
Along with other scholars mentioned above, Alberto Cairo (2013, 2016) also addresses 



principles of good data presentation. Cairo (date) believes that mistakes can lead to 
misinterpretation/bad design; those mistakes include truncated axes, key variables omitted, 
oversimplification, using the wrong data visualization form for the data, and lacking key 
annotations. According to Cairo (2013), an infographic seeks to tell the story that its designer 
seeks to explain, but a data visualization lets people build their own insights based on the 
evidence provided. Cairo believes that interactive graphics highlight relevant facts first (for 
example the relationship between income and life expectancy across countries) and then 
allows the viewer to explore the dataset underlying those facts (by presenting a set of 
numbers). As such, interactive graphics simultaneously are infographics and visualizations of 
data with at least two layers: a presentation one, and an exploration one. 

 
 
Organizing the works of other relevant scholars, Hegarty (2011) summarizes a number of 
principles for effective graphics. Through five principles that include relevant points from 
other major experts such as Tufte (2001) and Kosslyn (2006), and Tversky (2002), Hegarty 
astutely points to a number of important considerations, reinforcing the need to think about the 
needs and capabilities of the audience. Principles related to expressiveness of displays, for 
example, speak to the importance of presenting reports or visuals that display only the relevant 
data or information so that the viewer can focus on the intended numbers or image (Hergarty, 
2011). Similar to any good writing, the principles of pragmatics urge the analyst or visual 
designer to make the most important information easy to see and understand. Being mindful of 
scale as well as use of consistent colors, symbols, and other conventions help the reader/user 
to understand the meanings intended. 
 
The above discussion points to how and why some presentations of data can fall prey to 
misuse or misinterpretation. While this can happen via basic numeric tables, the advances in 
data analytics and infographics has facilitated the increased likelihood of misuse or 
misinterpretation. While Mathies’ (2018) organizes into four groups, Webber (2018) reasons 
that data in higher education has the potential to be misused or misunderstood in six ways. 
Misinterpretations or use can occur when the following are carried out incorrectly: 1) 
statistical treatment of data; 2) use of data definitions; 3) use of color, scale, and size or 
proportion; 4) type of chart or graph; 5) representation of context; and 6) multiple challenges 
that exist from the previous five categories. Sometimes the data user may lack knowledge of 
data definitions or may lack access to the data. Flawed data governance may allow data use as 
not intended or when accessible by outside entities (data breaches). These instances often 
violate the privacy of individuals as well as institution itself. In many cases of data misuse 
within these three categories, it is often a definitional, mismanagement or misapplication issue 
(Mathies, 2018). While some good examples exist (e.g., Northeastern University, see: (K will 
get from Rana) or The University of Georgia, see 
https://datamanagement.uga.edu/management-and-governance), many HEIs do not have 
organizational structures or policies adequately addressing the organizational-wide perspective 
on data governance and its distribution. The lack of policies, protocols, and structures can be 
remedied by instituting new procedures and guidelines that address data misuse. Mathies 
(2018) suggests that institutions develop and implement a data sharing mandate that can help 
build broader groups of data users on a campus. Indeed, such a mandate might be helpful to 
reduce or eliminate data silos, but we agree with Mathies (2018) that well written policies and 
strong data governance will be required. 
 

Charts or Graphics That Can Lead to Misinterpretation 



As data visualizations become more frequent in higher education, so too is the possibility of 
visuals that lead to misinterpretation. Below are two examples of how data visuals mislead 
consumers within the context of other important information on higher education policy, 
process, and practice.  When the proper context for data are used, there is legitimacy and 
greater accuracy of conclusions drawn (Calderon, 2015). Due to limited space, this section 
only includes just two structured examples of how data, when reported or visualised, have 
been misused. Additional examples of poorly designed visuals for quantitative information by 
Stephen Few are available at http://perceptualedge.com/examples.php. 
 
1. Misinterpretation Based On Different Calculations Used.   
To interpret Table 4.1 correctly, it is particularly important to know how a mean or average 
score were derived. The figures below show the Mean Debt of ALL students versus only 
BORROWERS. These are not significantly different groups as the BORROWERS are a 
subset of the ALL group. In short, this is not a comparison between two distinct groups. 
Perhaps a better graphic would be to include data on the NON-BORROWERS group allowing 
for comparisons between two distinct groups as well as to the whole group mean. 
 
(Insert Table 4.1 about here) 
 
2.  Misinterpretation Based on Y-axis Scale. 
Figures 4.1 through 4.4 show two bar and two line charts with different Y-axis scales that can 
lead to different interpretations of the same data. In the first chart, the Y-axis is much smaller 
(300 points) while the second chart the Y-axis is much bigger (1200 points). The Y-axis in 
Figure 4.1 makes the change over time appear more dramatic because the amount of change 
accounted for (roughly 125 points) allows for a 42 percent change graphically (out of the 300 
points). The Y axis in Figure 4.2 makes the change over time appear smaller due to the larger 
possible change available (1200 points) and thus accounts for only about a 10 percent change 
graphically. The line charts in Figures 4.3 and 4.4 emphasize the same point on perception 
based on scale. Beginning the Y-axis scale at zero is often advised, but can lead consumers to 
infer a smaller change. The difference in comprehension could lead to dramatically different 
policy interventions.   
   
(Insert Figures 4.1 through 4.4 here)  
 
Dashboards and infographics can be especially challenging to complete clearly. Dashboard 
designers often seek to include a number of different metrics or charts about multiple 
subgroups on one page. Dashboards and infographics that attempt to provide information on 
multiple points require the viewer to see and understand multiple items, often leaving the 
reader to do too much mental work, likely not taking in all of the information.  
 
Readers who are interested in examples of infographics with design issues may wish to follow 
principles of good graphics design expressed by Taie (2019) at Visme.co. Additionally, 
readers may wish to review Chibana’s (2018) or French’s (2018a) version of mistakes 
commonly made with infographics. Chibana (2018) purports that interactive graphics require 
readers to do too much mental work. For example, she believes a common mistake is to 
separate the legend from the main data, forcing the reader to look back and forth between the 
central visualization and the meaning of each icon or colour (see more at 
http://blog.visme.co/bad-infographics/#2UFZW4vCLrJADu0p.99). Mistakes include: showing 
too many visual points that limit the brain’s ability to focus (visual data junk); using too many 

http://perceptualedge.com/examples.php
http://blog.visme.co/bad-infographics/#2UFZW4vCLrJADu0p.99


colours and/or too little white space; using inaccurate scales; and having no hierarchy of data 
or placement of information. To see French’s (2018a) full list of mistakes and ways to fix, see: 
https://www.columnfivemedia.com/how-to-fix-the-15-common-infographic-design-mistakes. 
  
  

Data Ethics 
Finally, we turn our attention to the ethical implications of data misuse in higher education. 
Similar tp the ethics of human subjects in research, higher education officials must wrestle 
with the balance of the benefit that can be achieved from more data in light of respect and 
beneficence of the individual involved. Recent events such as the Facebook/Cambridge 
Analytics scandal are helping users become aware of the hidden dangers that are deeply 
embedded in internet sites and has prompted social media companies to be more transparent 
with the ways in which they collect data to enhance user experience. Authors such as Foer 
(2018) urge extreme caution, or at least user acknowledgement, that companies such as 
Google, Facebook, and Amazon are very strategic and effective at guiding individuals’ access 
to information, futher arguing that these companies’ algorithms suggest items for purchase or 
information to read on that website are modifying the way individuals think and behave.  In 
the age of big data and predictive analytics, so too must higher education institutions consider 
the ethics of how student and employee data is collected, stored, and secured, and how the 
data is used and the effects of that data on individuals.  
 
The technological advancements that have enabled greater data collection and analysis of 
higher education activities and outcomes have opened the doors for new ethical dilemmas. To 
some degree, more data points can provide a more robust picture of a person or an activity, but 
it seems likely that there is a point of diminishing returns that higher education officials 
should seek to find. In addition to the need for greater institutional resources (including 
advanced technical instruments, policies to ensure proposer use and storage of data, and staff 
members to complete analyses), officials should consider the value-added benefits as well the 
possible infringements on privacy and the potential for algorithms that may heighten 
unintended bias. 
 
Collecting and using large volumes of data on students, indeed, is a double-edged sword. 
Accurate data on today’s college students can contribute to informed decision making. It can 
help officials consider ways to ensure student success from application and entry through the 
degree or certificate experience, and into post-institution career success. However, while good 
data can assist in making better, informed decisions, the excitement about or enthusiasm for 
the ease of data collection and possibilities to increase student success may cloud one’s 
thinking on issues of privacy. The collection of data from learning management systems as 
well as ‘swipe card’ data from building entry is now being used to examine the relationships 
between academic study (time in class or our-of-class study) and time spent on extracurricular 
activities (e.g., use of athletic facilities or student unions). Knowing when and how to report 
on data collection is important. Entrance into a building from swipe card data or logging in to 
a course management system (CMS) lacks detail on what is happening when the student is 
inside the building or the CMS and may prompt the use of many erroneous assumptions. User 
knowledge of how and when data is being used is important. In the K-12 sector, Reidenberg, 
Russel, and Kovnot (2013) reported that schools failed to inform parents about the use of data 
in the school’s cloud services including learning analytics programs. These authors argue that 
the lack of effective transparency undermines accountability to school communities and to the 
public (p. 7).    

https://www.columnfivemedia.com/how-to-fix-the-15-common-infographic-design-mistakes


 
Ethical and Privacy Considerations 
Considering ethics and privacy in data use and data governance is incredibly important. There 
are a number of reasons why data is used for decision support and it is necessary to consider 
the implications for its use for both individual students and staff as well as for institutional 
management. Ekowo & Palmer (2017) remind us that “using data ethically is complex, and no 
magic formula exists” (p.3). Adopting an ethical framework to engage with data is important 
as the continued fervor for data-informed decisions pushes for collection and storage of more 
personal data. 
 
The emerging ethical considerations for higher education administrators and researchers 
center on data privacy, complacency with algorithms and vendor products (including e-
learning vendor products), and the ways in which the results of data analysis are used. With 
greater data collection, higher education institutions and researchers may be empowered to 
address questions and issues, uncovers patterns of behavior, and help students, staff, and 
organizations thrive. However, with more data collection efforts comes a higher risk of 
unintentional disclosures or leaks. Administrators need to consider the ways in which data is 
stored in the long and short term, how it will be managed, accessed, and protected.  
 
Privacy of student information is important for education due to the possible adverse impact 
that inappropriate use or disclosures may have on student learning and social development as 
well as the possible impact on students’ well-being by amplifying performance-related stress 
(Reidenberg & Schaub 2018). Similar to notions of stereotype threat (Steele & Aronson 
1995), early awareness systems could prematurely label a student in a failing category that 
may prompt a student to be less motivated or be hesitant to seek tutoring due to fear of being 
labeled a failure. Learning analytics programs may gather large amounts of data on student 
performance in a variety of contexts, from student performance on specific exam questions to 
overall course assessments to large-scale measures at the institution or school system level. 
The variation in curriculum, instructor, pedagogy, classroom conditions, and/or mix of student 
demographics make it very difficult to compare student performance. This variation may call 
into question the validity of analytic methods that have not accounted for the variance inherent 
in these and other moderators. 
 
HEI officials should consider how the data they collect may be subject to 
compliance/alignment with regional, national, and supranational policies. Under FERPA, 
students have a right to request access to view their academic record. The use of online course 
click-through data, GIS data on card swipes, and the results of early awareness systems rest in 
a fuzzy area of interpretation and it seems likely that institutional or federal guidelines on 
student protections will be revisited in the near future. The European Union’s recent General 
Data Protection Regulation (GDPR) affects US institutions enrolling and employing EU 
citizens, and should be added to HEI discussions on student privacy. In addition to codifying 
the right to erasure, EU GDPR requires institutions and companies to document consent or a 
stated business purpose for processing data on EU citizens.  
 
While respect for privacy is important, Prinsloo and Slade (2015) urge us to consider the 
implications of students’ ‘opting out’ of data collection. These authors proffer than higher 
education officials must determine if and when students should have the option to opt out of 
institutional surveillance. In light of an institution’s role to ensure appropriate support and 
guidance to students, these authors ask important questions such as how opting out may 



impact the institution’s fiduciary role.  
 
Prinsloo and Slade (2015) found that some institutions are creating specific policies on ethical 
uses of analytics, and while they believe these policies are helpful in creating transparency and 
‘boundary concerns’ (p. 84), further issues remain related to issues of informed consent and 
how and when students can opt out of data collection. They recommend that HEI officials 
learn from the privacy issues of social media data and, despite a traditional paternalistic 
approach, engage more proactively with students to inform and more directly involve them in 
ways in which both individual and aggregated data can and should be used. Greater 
engagement with students, they believe, will gain greater trust and cooperation from students. 
 
In Weapons of Math Destruction, O’Neil (2016; 2018) provides chilling detail on the ways in 
which large volumes of data and intentions to identify student success can go wrong. 
Algorithms are conceived as fair, objective, and efficient forms of analysis (O’Neil, 2016). 
Predictive analytics even be a way to have more data informed decision making in higher 
education as opposed to opinion and hunch-based strategy (Green, 2018). However, 
algorithms are constructed by people, and therefore reflect the judgements and priorities of 
their creators (O’Neil, 2016). Algorithms can encode human prejudice, misunderstanding, and 
bias into systems that determine access and outcomes and when they are not continuously 
updated and/or rely on inaccurate proxy measures can lead to the destructive outcomes 
(O’Neil, 2016). Like Harel Ben Shahar (2017), O’Neil (2016) argues that destructive effects 
abound in ill-conceived algorithms, many of which discriminate or further stratify individuals, 
particularly students in education. 
 
We agree with these scholars who recommend that when constructing algorithms, variable 
selection should be based on direct measures (not proxies) whenever possible. Administrators 
selecting vendor products should be mindful of data sharing, privacy, and intellectual 
property, not providing vendor collection of data unless all forms of use are specified. End 
users of these products should know what is going to the measurements and be able to 
evaluate if these are suitable measures. Further, products should be continuously updated 
based on new data.  
 
In administration, data is more often used as a weapon than as a resource (Green, 2018). Too 
often, says Green (2018), officials use data to point fingers at failing departments and not for 
identifying the strategies for success. A data-informed decision can certainly benefit from 
data, but should also include the nuances and contexts before decisions are made. 
 
Additionally, learning analytics programs gather large amounts of data on student performance 
in a variety of contexts, from student performance on specific exam questions to overall 
course assessments to large-scale measures at the institution or school system level. The 
variation in curriculum, instructor pedagogy, classroom conditions, and mix of student 
demographics make it very difficult to compare. This variation may call into question the 
validity of analytic methods that have not accounted for the variance inherent in these and 
other moderators. 
 
Recommendations for Ethical Use of Data 
Following O’Neil’s (2018) proposal to implement at Data Bill of Rights, and similar to Calo’s 
(2013) recommendation for a ‘consumer subject review board,’ Mathies (2018b) urges higher 
education officials to consider a data-sharing mandate that would allow institutional data to be 



more accessible to campus colleagues but done so within a data governance plan. In such a 
data bill of rights institution officials would be required to develop a plan that respects and 
protects individuals’ data, requires programming language that limits coding failures, and 
includes a data ethics board to review and ensure good data practices (for more details, see 
Mathies, 2018b).  
 
As higher education officials consider the value and potential consequences of vendor 
products (e.g., enrollment management, student learning assessment, and advising), we 
recommend that higher education officials evaluate the analyses that underlie predictive 
models, use caution in implementing early awareness systems, and strategize on how to react 
to the results of analysis. In addition to good data governance. Institutional officials should be 
firm in fully understanding how the vendor product completes calculations (when unknown 
referred to as the ‘black box’) and how one vendor product (for example, one used for 
admissions or enrollment management) relates to data being used in another vendor product 
(for example, used for student advising). Ekowo and Palmer’s (2017) guidelines for ethical 
uses of predictive analytics in higher education may be helpful for general structures and may 
be especially helpful to provide support to minimize inaccurate model use.  
 

Conclusion 
Evidence-based decision-making requires access to, proper use of, and accurate 
interpretation of data. The volumes of data available today tempt us to use and share 
information frequently, and in a variety of ways. The complexities of HEIs and today’s 
students can benefit by the use and analysis of many data points, but users must be 
mindful to use data in ethical ways using statistically correct analyses and proper 
visuals. Large volumes of data and new technologies have allowed greater insight into 
student and institutional behaviors, but proper data management and policies on the use 
and release of data are critical. Data governance policies require regular review and 
modification, as processes and protocols become dated. This is particularly true as pre-
platform governance frameworks often lack the conceptual tools to envision data 
technology progress (Weatherby, 2018). Both past and likely future data misuses 
highlight the need for foresight as well as oversight, from a technical as well a 
contextual perspective. This is where planning and institutional research (IR) 
professionals can play an important role. Most senior institutional leaders rely on a small 
group of senior associates to provide context-based information to manage an 
institution; if IR or planning professionals are not in this select group it compounds data 
issues with possible misinterpretations and/or data nuances, quirks, and policy 
implications that might go unnoticed or ignored (Webber 2018). 
 
As discussed above, cognitive psychologists and other scholars remind us of important 
principles related to how one ‘sees’ data and how the brain interprets that data into 
information. Colour, spacing, scale, and the calculation of numeric data are important to 
consider when designing graphs and charts. Today’s new infographics, while intuitively 
appealing, may offer challenges to read and understand fully. Tufte’s (2001) word still 
ring true: above all else, show the data. Echoing Tufte (2001) and other cognitive 
scientists, tips to improve data visualizations include removing superfluous information 
that do not support the study, be mindful of placement (i.e., spacing) of images to 
facilitate comparisons, using callouts wisely, ensuring sufficient contrast between colors 
and patterns, including a zero baseline if possible, and designing for comprehension 
(French, 2018b). Following these suggestions can reduce a great deal of 



misunderstanding of data visualizations. Tufte’s (2001) principle on clarity, precision, 
and efficiency is particularly important however, it can be challenging to communicate 
complex ideas clearly and with little extraneous or unnecessary information added. 
Additionally, parsimonious graphics that provide the greatest number of ideas in the 
shortest time and in smallest spaces (Tufte, 2001) aligns with Kahneman’s (2014) fast-
thinking process; encouraging individuals to looks only at the information at hand and 
not actively look for additional information.  
 
Higher education officials have a duty, often a legal one, to protect student and staff 
data. They also have a duty to provide the higher education community with the most 
accurate data and information in a timely manner. Appropriate data governance 
procedures are essential, and senior personnel who are responsible for institutional 
research tasks should be integral in data governance policies on campus. Along with 
data policies that allow access to institutional data, good visual presentations are 
increasingly popular; when done well, they are a good way to share information to the 
internal as well as the external community. When data visualizations do not follow 
principles of good design, they can cause confusion or provide misinformation. The 
examples above illustrate how data and visualizations are misused or misinterpreted. 
Seeing these examples and understanding how they have been ineffective or misused 
can hopefully lead to better data visualizations in the future. 
 
Implications for the Future 
The use of data and desire for continued larger volumes of data for informed decision making 
will only increase in the years ahead in higher education. While there are significant benefits 
that can serve to improve one or more aspects of higher education, there are also risks. When 
misused /or misinterpreted, senior leaders may make the wrong decisions, ineffective or 
unproductive policies may be enacted, and/or students may not be as successful. 
 
To minimize or eliminate misinterpretations and misunderstandings, institution officials 
should ensure that data dictionaries or other documents that include definitions for 
institutional data should be readily available to users. One good way to ensure the use of data 
dictionaries is by embedding them in interactive dashboards or other reports. Analysts who 
create reports and visuals must be ever-mindful of good principles of graphic design and the 
need to minimize cognitive strain.  
 
Once reports or visualizations are completed, data analysts or unit leaders should also strive to 
engage with users to ensure a full understanding of data definitions, the context in which the 
data resides, and any nuances that affect the data. Most often, a fact-to-face meeting to discuss 
a new data table, visual, or infographic can be a highly effective way to ensure that the users 
understand the information presented and offers a great opportunity to answer questions, to 
answers questions that may arise, or to engage in discussions that may relate to new policies 
and/or programs. 
 
While data analytics in higher education have great potential to help students and institutions 
succeed, they also present the need to be aware of and strategic in ensuring ethical and secure 
use of data. Reidenberg and Shaub (2018) suggest that transparency, accountability, and 
security should be integral aspects of learning analytics technology rather than afterthoughts, 
and that higher education officials and commercial learning vendors establish appropriate 



safeguards to govern appropriate access and use of learning analytics data.  They further 
suggest that legal safeguards for education privacy should reflect the reality of data-driven 
education by expanding privacy protections to clearly cover learning analytics. These are 
important points that can help move the use of data analytics in higher education to a stronger 
and effective position in data informed decision making. 
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Table 4.1 
Cumulative Amount Borrowed for Graduate Education, US Institutions, 2012 
 

Graduate Degree 
Recipients 2011-2012 

Graduate Degree % 
Borrowing 

Mean Debt 
(All) 

Mean Debt 
(Borrowers) 

Total 63.85 34,412.80 53,894.33 
Degree Type    
Master’s degree (all) 62.95 25,075.66 39,837.16 
Professional degree 
(all) 84.76 109,385.40 129,053.20 
Doctoral degree (all) 49.72 36,587.93 73,582.36 
Gender    
Male 62.97 34,778.65 55,234.19 
Female 64.45 34,167.62 53,017.00 

Source: NPSAS 2012 data from Webber & Burns (2018) 
 
 
 
 
 
 
 
 
 

 
 
 
 



 
 
Figure 4.1  Bar Chart of Fictitious Admissions Score Data with Y axis scale from 1040 to 
1120 
 
 

 
 
Figure 4.2  Bar Chart of Fictitious Admissions Score Data with Y Axis scale from 0 to 1500 
 
 
 
 



 
 
Figure 4.3 Line Chart of Fictitious Admissions Score Data with Y Axis scale from 1040 to 
1120 
 
 

 
 
Figure 4.4  Line Chart of Fictitious Admissions Score Data with Y Axis scale from 0 to 1500 
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